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One of the main issues with current AI development is the lack of representation of females 
and minoritised groups in the industry, with only 22% of the UK tech workforce being women 
and just 0.7% being Black women7 

https://www.personneltoday.com/hr/fewer-females-working-in-uk-tech-sector-than-at-end-of-2022/
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https://www.unwomen.org/en/news-stories/explainer/2024/05/artificial-intelligence-and-gender-equality
https://www.unwomen.org/en/news-stories/explainer/2024/05/artificial-intelligence-and-gender-equality


 

Page 4 
© Business in the Community 2024 

AI algorithms are also more likely to reinforce biases against women who are ethnically 
diverse, LGBTQIA+, disabled, and from low-income backgrounds13. A study looking into AI 
technology used to detect skin cancer, where accurate detection of skin colour and its 
variances are important, revealed there was a 99% accuracy rate when identifying white 
males compared to 65% when identifying Black women14. This example evidences the 
potential life-threating health risks of AI adoption to Black women. 

Businesses need to be aware of these risks and take an intersectional approach to ensure 
that existing inequalities aren’t exacerbated by the adoption of AI tools, systems and 
practices, ensuring the systems they use (or develop) have been created by a diverse pool of 
coders and trained on a diverse dataset. 
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